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Introduction

Classification techniques are an essential part of machine learning and data mining applications.
Approximately 60 to 80 per-cent of the challenges facing a Data Scientist are classification problems.

“In  machine  learning  and  statistics,  classification  is  the  problem  of  identifying  to  which  of  a  set  of
categories (sub-populations) a new observation belongs, on the basis of a training set of data containing
observations (or instances) whose category membership is known.”

https://en.wikipedia.org/wiki/Statistical_classification

There  are  lots  of  classification  solutions  available,  but  logistic  regression  is  a  common  and  is  a  useful
regression method for solving binary classification problems. It is easy to implement and can be used as
the baseline for any binary classification problem. Let’s start to understand logistic regression with Python
with the aid of an example.

Don’t confuse Logistic Regression with Linear Regression, which we will come to later.

“In linear regression, the outcome (dependent variable) is continuous. It can have any one of an infinite
number of possible values. In logistic regression, the outcome (dependent variable) has only a limited
number of  possible values.  Logistic  regression is  used when the response variable is  categorical  in
nature.”

https://stackoverflow.com/questions/12146914/what-is-the-difference-between-linear-regression-and-logis
tic-regression

In general, binary logistic regression describes the relationship between the dependent binary variable
and one or more independent variables.

In statistics, the logistic model (or logit model) is used to model the probability of a certain class or event
existing such as pass/fail, win/lose, alive/dead or healthy/sick. This can be extended to model several
classes of events such as determining whether an image contains a cat, dog, lion, etc. Each object being
detected in the image would be assigned a probability between 0 and 1 and the sum adding to one.
Taken from Wikipedia.

For further reading on this, here are two sites that I often refer to:

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html

https://en.wikipedia.org/wiki/Statistical_classification
https://stackoverflow.com/questions/12146914/what-is-the-difference-between-linear-regression-and-logistic-regression
https://stackoverflow.com/questions/12146914/what-is-the-difference-between-linear-regression-and-logistic-regression
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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https://www.statisticssolutions.com/what-is-logistic-regression/

I  find this YouTube channel very informative, 3Blue1Brown.They have a talent for explaining Statistics
clearly.

Back to the topic in hand, Logistic Regression, here where the target or dependent variable has two
possible outcomes as shown below, which are binary in nature. Thus this type of classification is known as
Binary Logistic Regression.

‘1’ for True / Success / Yes

or

‘0’ for False / Failure / No

You might be wondering why we started with Logistic Regression and then started taking about Binary
Logistic Regression. So, let’s investigate this point.

Types of Logistic Regression

Let’s see how many types of Logistic Regression there are:

Logistic Regression1.

The categorical response has only two 2 possible outcomes.

Example:

If your Email is Spam or Non-Spam
In-case if you have worked on Datasets such as Titanic, then Survival status as Yes or No.
Whether the user will click on a given advertisement link or not.
Some other dataset like Diabetes prediction; cancer detection.
If a given customer will purchase a product (specific or a particular type of product) or not.
If a given customer will retain or they will churn / leave.

Multinomial Logistic Regression2.

Three or more categories without ordering.

Example:

Predicting which food is preferred (Veg, Non-Veg, Vegan)
IRIS dataset a very famous example of multi-class classification.
Entering high school students make program choices among general programs, vocational
programs and academic programs.
Other examples are classifying written files; article / blog / document.

Ordinal Logistic Regression3.

https://www.statisticssolutions.com/what-is-logistic-regression/
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Three or more categories with ordering.

Example:

Movie rating from 1 to 5

Binary Logistic Regression.

Let’s apply logistic regression in Python using two practical examples. The first is a simple introduction
and the second using a Kaggle dataset

Note: Here that the intention is to understand Logistic Regression, so I will  not spend time on data
cleaning or accuracy score.

These examples will incorporate the following steps: (steps may vary from person to person or example to
example).

Step 1: Gather the data / dataset.

Step 2: Import the required Python packages (as we are using Python here).

Step 3: Build a data frame

Step 4: Create the Model in Python (In this example Logistic Regression)

Step 5: Predict using Test Dataset and Check the score

Step 6: Prediction with a New Set of Data and evaluate the accuracy

Practical 1

Step 1: Gather your data / dataset.

The task in our first practical example is to build a simple logistic regression model to determine whether
a candidate’s application will get accepted and approved for admission into Harvard university or if it
should be rejected.

So, the two possible outcomes are:

Application Accepted and Approved for Admission, which can be represented by the value of ‘1’

and

Application Rejected, which can be represented by the value of ‘0’.
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The input data may be as shown below with Feature or Independent Variables; GMAT score, GPA and
Years of work experience, and the Target or Dependent Variable to represent the application status of a
candidate.

GMAT Score GPA Years of Experience STATUS
640 3 1 Rejected
650 3.7 6 Approved
580 2.7 2 Rejected
620 3.3 2 Approved
... ... ... ...

Please refer to the link provided at the end of this article to obtain the Jupyter notebook for reference.

Note: This dataset has been generated manually for the purpose of this example. As such this dataset
contains just a few observations, in actual practice, we would need a larger sample size to get more
accurate results.
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Step 2: Import the required Python packages

Here will install all the required packages. Also note we have already imported the pandas’ package, still I
am importing it again just to have all imports together.
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Step 3: Build a data frame

In this step we need to convert the dataset into Python Data-Frame.

Alternatively, we could import the data into Python from an external file, using read_csv; read_json etc.

When looking at the result, you will see that the Target column “STATUS” is a String value as Approved /
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Reject, we must set it into a Binary Format such as 1 / 0. This I made intentionally just to show you how
we can change the value. In a real world dataset we will not have straight forward data.

In the above screenshot check the red-encircled values which have now been changed.

Step 4: Create the Model in Python

Now,  to  work  on  the  model,  first  we  must  select  /  choose  the  independent  variables  or  features  and
represent them as X (it’s not necessary to call it X, but it’s a general recommendation) and represent the
dependent variable or target as y.

If you have noticed, I have used X (in upper case) and y (in lower case).

Also, an Application Number is not used, as it has no importance in deciding if a candidate should be
selected or rejected. Thus, it will be ignored. As the dataset is small, we are able to identify who the
candidates are. Whereas in a real-world scenario we would have multiple columns, there we would use
Correlation, and based on this would select the necessary features.
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With the shape method we can see the count of rows and columns in the dataset. So now in X we have 44
rows with 3 columns, and in y we have 44 rows with the self-column.

Once we have the features and target, will split the data into train and test using train_test_split.

For example, you can set the test size to 0.25, and therefore the model testing will be based on 25% of
the dataset, while the model training will be based on 75% of the dataset.

Now to apply the Logistic Regression. If you remember we have already imported all the required
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libraries, and the one below is for Logistic Regression.

from sklearn.linear_model import LogisticRegression

We will first create an instance of Logistic Regression as lr. And then use the fit method i.e. Fit the model
according to the given training data. LogisticRegression() has various parameters and various methods to
use. For now, will focus on the generic one.

Step 5: Predict using Test Dataset and Check the score.

Once we have fit the training mode, it’s time to Predict based on test dataset which we have in X test and
then will match with the y_test to which we already have the answers. You remember we have taken only
~75% of data i.e. 33 records out of 44 for training our model and left ~25% i.e. 11 records out of 44 for
test our model.

Here is the result of the prediction which our model has generated. As the dataset is small, we can
manually compare the results with the y_test which we have. The results.
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We can get the score using the Confusion Matrix as below. This tells us how accurate our model is. It is in
fact 100% accurate.

Let’s see the same Metrix data in a Graphical view using heatmap.
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As can be observed from the above matrix

TP = True Positives = 5

TN = True Negatives = 6

FP = False Positives = 0 (in Black Block)

FN = False Negatives = 0 (in Black Block)

You can then get the Accuracy using:

Accuracy = (TP+TN)/Total = (5+6)/11 = 1

The accuracy is therefore 100% for the test set.

Another way to check the accuracy is shown below, using accuracy_score() method.
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Now the final step, is to test with unseen data.

Step 6: Prediction with a New Set of Data

For this step let’s imagine that we have a GMAT Score as 680 with 6 years of experience and a GPA of 3.3.
What do you say, will the candidate be approved or rejected?

I believe they should be approved. Let’s find out.
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Yes, the y_pred value generated is 1, meaning that the candidate is travelling to Cambridge.

The model shown can be applied to new or unseen data but remember to have the new dataset in same
format on which the model was trained.

Congrats!!!

With this you have completed your first Logistic Regression.

Practical 2

Here, we are going to predict diabetes using Logistic Regression Classifier.

Let's first load the required Pima Indian Diabetes dataset using the pandas' read CSV function. You can
download data from the following link: https://www.kaggle.com/uciml/pima-indians-diabetes-database

With this I can say that we have successfully completed Step 1 which is to Gather the data / dataset.

Here I am using the Kaggle site to write the code, if you wish would continue at Kaggle or you could
download the dataset on to your local computer.

Moving on to Step 2, Import the required Python packages.

https://www.kaggle.com/uciml/pima-indians-diabetes-database
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Step 3: Build a data frame

When you load the data and view it using the head() method, we notice that the dataset has an additional
row (row with index as 0). We have to skip this, and to do that we need to use the skiprows parameter in
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read_csv() as shown below.

Now data looks good, but it needs to be checked and cleaned.

Review the data to see how many rows and columns the dataset has.
Does it have any null values?
Do any of the columns have incorrect data formats etc. All of these validations are required.

This data is clean, so we will move on.

Once we have all our data, it’s time to select the right features for model.

Here, we need to pide the given columns into two types of Features (X) and Target (y) remember this
from above.

As we have X and y, we can split the dataset into Train and Test. This is to evaluate model performance,
piding the dataset into a training set and a test set is a good strategy.

Let's split dataset by using function train_test_split(). You need to pass 3 parameters features, target, and
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test_set size. Additionally, you can use random_state to select records randomly.

Next comes training the Model. Here will use the same method we used in practical 1.

Predict the model using X_test, and will validate it using y_test.

Model Evaluation using Confusion Matrix

A confusion matrix is a table that is used to evaluate the performance of a classification model. You can
also visualize the performance of an algorithm. The fundamentals of a confusion matrix are the number of
correct and incorrect predictions summed up class-wise.
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Here, you can see the confusion matrix in the form of an array object or graphical view.

Diagonal values represent accurate predictions, while non-diagonal elements are inaccurate predictions.

In the output, 115 and 37 are actual predictions, and 25 and 15 are incorrect predictions.

TP = True Positives = 115

TN = True Negatives = 37

FP = False Positives = 25 (in Black/Dark Gray Block)

FN = False Negatives = 15 (in Black/Dark Gray Block)
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You can then get the Accuracy using:

Accuracy = (TP+TN)/Total = (115+37)/192 = 0.79:

The accuracy is therefore 79% for the test set.

The same result can also be achieved using the accuracy_score() method shown below.

Congrats again!!!

You are now a champion of Logistic Regression.

Please note, that this guide has been created as a first introduction to the subject of Logistic Regression
and does not consider the many various challenges a data scientist would be expected to deal with. It is
in my opinion a good kick start to the topic, and once started you can keep on digging deeper and deeper.
So please don’t stop here go and learn more about the subject of Logistic Regression and how it can be
put into practice.

As promised, you can download the full code using these links

Practical 1 : https://colab.research.google.com/drive/1VC7kP7AeiLt4sA9WFijq758QCe7MkGiF

Practical 2 : https://www.kaggle.com/dskagglemt/pima-indians-diabetes-database-version1

References:

https://en.wikipedia.org/wiki/Logistic_regression
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://www.statisticssolutions.com/what-is-logistic-regression/
https://pandas.pydata.org/pandas-docs/version/0.17.0/generated/pandas.crosstab.html

https://colab.research.google.com/drive/1VC7kP7AeiLt4sA9WFijq758QCe7MkGiF
https://www.kaggle.com/dskagglemt/pima-indians-diabetes-database-version1
https://en.wikipedia.org/wiki/Logistic_regression
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
https://www.statisticssolutions.com/what-is-logistic-regression/
https://pandas.pydata.org/pandas-docs/version/0.17.0/generated/pandas.crosstab.html


Data Science Foundation
Data Science Foundation, Atlantic Business Centre, Atlantic Street, Altrincham, WA14 5NQ
Tel: 0161 926 3641   Email: admin@datascience.foundation  Web: www.datascience.foundation
Registered in England and Wales 4th June 2015, Registered Number 9624670

About the Data Science Foundation
The Data Science Foundation is a professional body representing the interests of the Data Science
Industry. Its membership consists of suppliers who offer a range of big data analytical and technical
services and companies and individuals with an interest in the commercial advantages that can be gained
from big data. The organisation aims to raise the profile of this developing industry, to educate people
about the benefits of knowledge based decision making and to encourage firms to start using big data
techniques.

Contact Data Science Foundation
Email:admin@datascience.foundation
Telephone: 0161 926 3641
Atlantic Business Centre
Atlantic Street
Altrincham
WA14 5NQ
web: www.datascience.foundation


